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SECTION I

INTRODUCTION

The results for this research program are stmmarized in this Final
Technical Report. The primary goal of this research effort was to develop

an efficient, flexible computer algorithm for computing the coupling

between pairs of Army antennas. Emphasis was placed on the development of

a practical algorithm for analyzing the coupling between pairs of directive

antennas when both antennas are operating within their design frequency

bands and are located within the near field of each other. The effects of

scattering from nearby support structures and other antennas on antenna

coupling were also addressed in this research program. Clearly, the

electromagnetic coupling analysis of Army antennas must be based on

analytical techniques that are efficient and accurate for analyzing near- S

field coupling and scattering phenomena. The analytical techniques should

also be flexible enough to permit extension to handle coupling analysis

over wide frequency bands at both in-band and out-of-band frequencies.

Although major emphasis was given to coupling between directive antennas

under both "clear-site" conditions and "partially-obstructed" conditions,

the coupling model described herein is also applicable to antennas of

moderate or low directivity. \. \

One can readily identify several,basic methods that have been applied

to the analysis of antenna coupling for restricted classes of antennas.

These are the Method of Moments (MOM) [1,2] , Aperture Integration (AI)

[3,4], the Geometrical Theory of Diffraction (GTD) [5-7], and the Plane

Wave Spectrum (PWS). analysis [8-11). Methods based on a spherical harmonic

wave expansions have also been formulated for computing clear-site coupling

[10,111. Finally, a method based on the Spherical Angular Functions (SAF)

for the antennas and scattering obstacles was developed on this contract [12].

The MOM is efficient for computation of coupling between electrically-

small (low directivity) antennas operating on a clear-site or operating in

the presence of electrically-small scattering obstacles. The MOM cannot be

economically applied to antennas of moderate or high directivity due to the

excessive number of wire elements required for accurate modeling. The AI

1.,

!I



1

and GTD methods have been applied in the analysis of electrically-large

(directive) antennas, and the GTD has also been applied to electrically-

small antennas mounted on vehicles and aircraft. However, the AI and GTD

methods require recomputation of the electric fields in the near-field

whenever either antenna i3 rotated or when either antenna or obstacle W d

locations are changed.

The PWS analysis overcomes many of the disadvantages of the Al and the

GTD analyses for directive antennas whose locations/orientations are

varied. In general, spectral analysis techniques are particularly well

suited for efficient and accurate characterization of a wide variety of

near-field coupling and scattering phenomena involving electrically-large

antennas and/or scattering objects. To date, the PWS analysis has been

employed to analyze the effects of near-field scattering obstacles on

antenna performance for a wide variety of situations that would be

comparatively awkward and less efficient to analyze via the Method of

Moments (MOM), aperture integration and/or the Geometrical Theory of

Diffraction (GTD). The PWS analysis has also been applied to analyze the

coupling between a pair of near-field directive antennas, under both

"clear-site" conditions [8-11] and with an intervening metal cylinder

located between them (10]. The success of the PWS analysis for numerical

analysis of near-field coupling and scattering for directive antennas and

scattering obstacles is due largely to the speed of the Fast Fourier

Transform (FFT) that is employed when the integrations over the transverse

wavenumbers kt are confined to "visible space" limits Iktl ko (ko

2ir/X, where A is the wavelength) [13].

It is important to distinguish between the rigorous Plane Wave

Spectrum analysis presented by Kerns [14] and the approximate analysis that

is used in practice. In practice, researchers typically work only with the

PWS over a portion of the "forward" hemisphere and ignore the propagating

electromagnetic fields at wide angles in the front hemisphere and the

"evanescent" fields in the "invisible" space. This procedure has proven to

give accurate results when the coupling or scattering integral over the

excluded energy is small compared to the corresponding integrals over the

included energy, as is the case for many coupling or scattering situations

involving directive antennas and scatterers.

2



There are some potential difficulties associated with the approximate

PWS analysis for certain co-anonly-encountered orientations of closely-

spaced antennas/scatterers for situations where one of the antennas, both

of the antennas, or one or more of the scattering obstacles have low

directivity. Consider first the situation depicted in Figure 1-1 for two

directive antennas. The PWS analysis is readily applied to the coupling

situation depicted in Figure 1-1 for both the clear site situation shown in

the figure, as well as with a directive scattering obstacle located

anywhere between the two antennas, provided the rotation angles are not F

"too large". When the antennas are' closely-spaced and the peak of the

mainbeam approaches to within about 2 or 3, 3-dB beamwidths of 90 degrees,

it may be necessary to extend the PWS coupling integral integration limits

beyond the usual "visible space" limits JktJ--ko. Although this procedure

is analytically straightforward, it can be inconvenient numerically because

it would be necessary (1) to compute the PWS spectrum functions for jizt .

ko and (2) to compute the coupling integral which has a numerical

singularity in the integrand at IktI - ko. Alternatively, one could

possibly choose a new plane centered on the line joining the centers of the
two antennas, or perhaps two or more "canted" planes which allow one to

avoid using portions of k-space for t > ko. However, values of coupling

computed numerically for closely spaced antennas may be sensitive to the
choice of canted planes and to numerical "filters" that are employed,

deliberately or inadvertently, in the computer processing. The practical

concerns just described are even more cogent for arbitrary coupling

situations such as the one shown in Figure 1-2 for two directive antennas,

and for antennas of low directivity in general. In fact, the coupling

situation depicted in Figure 1-2 probably occurs more frequently at Army

field sites than does the one depicted in Figure 1-1, since care is
ordinarily taken to avoid pointing the mainbeam of an antenna in the

general direction toward a susceptible antenna.

In light of the foregoing considerations, an alternative analysis
referred to as the Spherical Angular Function (SAF) analysis has

3
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been formulated to accurately compute coupling data for arbitrary antenna

arrangements.

Based on the technical considerations mentioned in the preceeding

paragraphs, the approach that was taken to achieve the overall objective

stated in the first paragraph consisted of the following two major tasks:

TAS& 1: Theoretical and numerical investigations of the Spherical Angular

Function coupling analysis were performed (1) to develop the theory and

equations for analysis of arbitrary antenna arrangements and (2) to derive

suitable approximate coupling equations for EMC engineering applications

zhat employ the use of selected subsets of the full spherical angular

spectrum.

TASK 2: Based on the results of Tasks I and 2, a practical, user-oriented

antenna coupling algorithm for application to Army antennas was developed

and implemented.

The theory and equations for the rigorous SAFE are presented and

discussed in Section II. Useful approximate analyses and equations are

presented in Section I11. Illustrative antenna coupling curves computed

via computer algorithm GTSAF and auxiliary programs are presented and

discussed in Section IV. Concluding remarks and recommendations are

contained in Section V.

6



SECTION II

SPBERICAL ANGULAR FUNCTION ANTENNA ANALYSIS

A. Introduction

A coupling analysis is-sought which is readily applied to arbitrary

orientations and arrangements of antennas located within the near-field of

each other. No restrictions are made concerning the directivity of the

antennas. Multiple scattering among the antennas is ignored in the

analysis presented herein. The coupling analysis is first conduced for

antennas that are operating on a "clear site" free from scattering

structures. The coupling analysis is then extended to handle effects of

scattering from obstacles that are located within the near-field of the

antennas.

The coupling analysis described herein employs the Spherical Angular

Functions (SAF) of each antenna. The SAF, denoted as F (i , ), is related

to the far-field electric field Eff((,0) by the equation

', . e-jkr
ff(eR 0 ) = e, ) (2-1)

r

where (r,6,0 ) are the range, elevation angle, and azimuth angle of a

selected point in the far-field region of the antenna. Hence, F(6,0) is

then

F(e, ) - re+Jkr E ff(e,) (2-2)

where we note that Eff(8,1) and, hence, P(6,0) are analytic over the entire

far-field sphere for any realizable antenna. This is a desirable property

since the analysis is based on a coupling integral involving a convolution

of the SAF's for the two antennas integrated over the entire far-field

sphere. The theory and equations for the SAF analysis are presented and

discussed in Subsections B and C for antennas operating on a clear site.

The theory and equations for antennas operating in the presence of near-

field obstacles are summarized in Subsection D.

B. Coordinate Space Coupling Integral

A convenient starting point for the analysis is the "reaction", or

7



"coupling", integral due to Rumsey [ 151. The coupling integral, denoted as

((b,a)) , is equal to the open circuit voltage Vba induced in the

"terminals" of the receiving Antenna B by the transmitting Antenna A. The

ter-oiaals referred to here can be, for example, the gap between the inner

and outer conductors of a coax-to-waveguide feed, or a coupling iris, or a
selected "terminal plane" inside the waveguide. The coupling integral
given as Equation 49 of Reference 15 is written here as the surface
integral

Vba = (b,a))

- ff[ •a(•+•,) x jb(,') + ja(i+?,) x Eb(r') 1 " ;' ds']

St (2-3)

where S' is an arbitrary surface enclosing Antenna B and it' is a unit
vector normal to the surface and pointing outward, at shown in Figure 2-1.

,a and 9a are the electric field and the magnetic field "intensity"

produced by Antenna A on the surface S'. The interpretation of lb and ffb

depends on whether the receiving antenna, Antenna B, contains gyrotropic
material [16).

If Antenna B does not contain any gyrotropic material, Eb and jib are
the fields that Antenna B would establish or. the surface S' when used as a
transmitter with unit input current. In this case, the transmitting and

* receiving patterns are said to be equal. More precisely, the transmitted

complex fields jb and Hb established at a point V' are proportional to the
complex voltage response of the antenna when used as a receiver with an
idealized infinitesimal dipole source located at V". If Antenna B contains

gyrotropic material, such as a ferrite device, Eb and ýb are the fields
established on the surface S' with a unit input current and with the
direction of the applied magnetic field reversed from the direction

normally used during transmission. In this case, the receiving pattern is
said to be equal to the "transpose" transmitting pattern. More precisely,

the transmitted fields Kb and ffb es-ablished when the biasing magnetic

field is reversed through the ferrite are proportional to the voltage

response when the antenna is used as a receiver with idealized

8
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infinitesimal dipole source located at r' and the biasing magnetic field

applied in the direction for normal operation.

The polarization states of the two antennas must be specified with

respect to a chosen coordinate system in order to perform the vector

operations indicated in the integrand of the coupling integral. If the

polarization of each antenna is resolved in cartesian components with

respect to non-rotating, parallel cartesian coordinates fixed at the center

of rotation of each antenna, the vector operations will be independent of

the relative location of the antennas. However, the vector operations will

be functions of relative rotation angles of the antennas. If the antenna

polarizations are each resolved in terms of spherical components with

respect to the parallel, non-rotating cartesian coordinate system at the

centers of rotation of the two antennas, the vector operations will depend

on both the relative location and the antenna rotation angles. However,

the vector operations can be readily performed via spherical transformation

and rotation matrices. The computer program will be designed to compute

coupling versus relative orientation angles for a fixed relative location

of the two antennas. Consequently, spherical polarization components are

selected.

Antenna patterns are cistomarily recorded and/or computed for (e,0)

polarizations. The r-polarized components of 1 and I can be expressed in

terms of the (e,0) components via the Maxwell curl relations

1 .L (V x i), and (2-4)

1 - L x (2-5)
jWW

which lead to the equations

Eri .a1 .. 1 -(H sin(8) - e (2-6)
r jW- rsin6 Te 0 a )

aEe
a - - (E sin~e) - )(27r jwW rsine 3e 0 -- )(

respectively. The i component can be neglected in many practical antenna

Iio



coupling situations, but we shall retain it in the theory and equations for

the sake of completeness.

The spherical polarization components of Antenna A and Antenna B may

be written as

Csin(;)Cos$ csi(e)s in(;) cosCn~)

[sin(C) Cos(;) 0 I I"
LsinO•)cos(j) sin(i)sin(j) cos(j)"

, and (2-8)

181 cos( ')cos($') cos(6')sin(C') -sin(') 5 '

l*'I -sin(0') cos(W') 0
•-, .~in(6')cos (0 1) sin(P')s in(W) cos ( ')

(2-9)

respectively. The symbol is placed over the near-field 8 and *
variables to distinguish them from far-field angular variables that will be

presented later. The (iyz) and (i',yz') are parallel non-rotating

cartesian unit vectors fixed at the center of rotation of Antenna A and

Antenna B, respectively. The angles 6 and * for Antenna A may be

expressed as functions of the angles 8' and i' for a point on the surface

enclosing Antenna B. In particular, the expressions for sin(5) and sin(;)

are

F rRcos(e ) + r'cos( 5 2

sine) 1 ~ j+' / and (2-10)

sin(•) =Rsin(e°)sin(o°) + r' sin(6')sin($')

R + r' I sin(5) (2-l1)

We note here that the conditions that make sin(e) equal to zero also cause

11
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I

the numerator of Equation (2-lI) to equal zero. More precisely, the

numerator and denominator of Equation (2-11) both approach zero as sin(e)

approaches zero and the proper limiting value of Equation (2-11) is zero.

The projection of the polarization components of Antenna A onto the

surface enclosing Antenna B can be accomplished via the transformation

matrix (T], to wit:

aq

Ee, Teel Te, Trot ET

,a 
a

- Toot T 001 T ro E

r T T T a r
ro

(2-12)

The elements of [T] are computed by forming the scalar product of the
subscripted unit vectors. For example, Tee, - ;' 8', T Ir, i r

and so forth. The elements are tabulated in Table 2-1 for convenience.

The vector operations contained in the integrand of the coupling

integral can now be performed with tlm aid of Equations (2-6) through (2-

12). Let the surface enclosing the receiving antenna be a sphere of radius

r'. Thus, the unit normal ;' to the surface is then identical with i'.

Consequently, only the r' component of the vector cross product terms

within the square brackets of the integrand survive when the scalar product

is formed with r'. The coupling integral is written as the sum of four

integrals,

ba -((E , H + ((E , , e, E + ,

(2-13)O

where the integrals are I

a, b,0 a0 a0((EH f) [E (R+?') ee+ (i? Too,

St

+ Ea(i+?,) T rIH'J,(f,) ds',r Tro, H,

(2-14)

12
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((E+.,He.)) [Ee O )Teo,+' Ea
a b f !a -, OWCR ) Too

S f

+ Ead(R ') Tro'] .b,(F,) ds'
r ee

(2-15)

af a

a(R+') 1 T be, ] and T.
-ffC-

(2-16)
I-,

a b a(+" •

((H, Ee,)) W. (i.?') Teo8 , a -C. ?) T ,..

+ "(i+) T roJ E, '(F) ds

(2-17)

These integrals express the coupling in terms of the spherical polarization

components of the near-field E and H fields of the two antennas and the

components of a spherical polarization transformation matrix. Similar

expressions can be derived for cartesian polarization components, but they

are not needed in this analysis.

C. SAN Coupling

The integrals (2-14) through (2-16) require the use of the near-field

Sand i fields of the two antennas to compute coupling. The near-field E-

and H-fields for most antennas are not ordinarily known. They can, of

course, be measured or they can be computed from the known far-field

quantities. Thus, considerable time and money resources would have to be

devoted to obtain the near-field data. Then one still has to perform the

integrations (2-14) through (2-17). Thus, it will be advantageous to

express the integrals in terms of the far-field i and H fields of the

antenna.

Each of the four coupling integrals (2-14) through (2-17) is the sum

of three coupling integrals, all of which have the same general form. In

14
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a b

particular, the coupling integral ((EH, b my bewrtena

((Ea b ( T TO T ,-b"

Attention is focused on (( T b which is typical of the integrals

under consideration. This integral is

E( a T , ) Ht ffE;(aI+) Hb, (Fr)To, dS'.

S' (2-18)

Since the surface has been chosen to be a sphere of radius r' centered on A P

Antenna B, this can be written more explicitly as

(Ea Tee -HO Wr) 2  (f E(i) b ) T sin(8')do'de'

(2-19)
0 -- f 41r

where it should be noted that Tee, is also a function of r' and the

integration variables (e',4i').

The integrals (2-18) or (2-19) belong to a class of generalized

convolution integrals defined on an arbitrary closed surface. The

generalized convolution integral is

C ) !J ( ?') ( d (2-20)

where the notion of convolution has been extended to include integrands

involving A(R+?') - F') as well as the usual A(R-R') • EBi'). Integrands

of the type AC(r-R) • i(r') can also be included, but they are not needed

here. The generalized convolution integral C (R) has the useful property -ll

Lfffexfj---j
FR+ f)•BRV)ds= -2. p[a•R (K) .;(1)d rK '-

S' I" "'
K (2-21)
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where

[A(" aA(r") jn n
- e d;", and (2-22)

4?ff an an

d' (2-23)

S#

_n is the normal derivative on the surface S" where S" is a surface

enclosing the sources of A, S' is a surface enclosing the sources of B,,_C

is a wavevector, and r is a three-dimensional volume in wavevector space.

The relation (2-21) holds under conditions that are much less

restrictive than those encountered in real-world antenna coupling and

scattering problems. Sufficiency conditions for (2-21) are (1) the vector

fields A and i each satisfy the homogeneous vector Helmholtz equation

outside their respective source regions, (2) the sources of A are contained

inside a finite surface s < S" and the sources of B are contained inside a
a

finite surface sb< S' and (3) S' and S" do not overlap.

The derivation of (2-21) is readily accomplished under the conditions

just stated. The field A (Ri+') can be expressed as the Huygens-Fresnel

integral [171

1(1+?,') AC") i-- I G(r+?' !r") dT",
" n - an

s" (2-24)

Ia
where denotes the normal derivative at the surface S" and where G is

the free space Green's function given as

exp[-jkJ(R÷?')- ?"
G (i+r')-" I (2-25)

7,7
U-:



.A.

Next, the coordinate space representation of G is replaced by the 'PAX

wavevector space, or spectral, representation Gk given as

1G((•+ ex P-JK(R+r'-r" )] dr
Gk( + Itj iIt 2 21

rf _K -krk (2-26)

where I is a three-dimensional volume in wavevector space [18. The *-•,.

"shape" of r and the integration limits will be specified shortly. If Gk
is substituted into (2-24), and (2-24) is substituted into (2-20), we

arrive at the expression

_C 

(R) -.-c*("R). 2[Ar _k2r)- Dr• D Ar"] exp[JK'r"]r ds" :.;

rK sit'

f ' %' '-Br)- exp[•jK.r] ds }dI-(27)

St

which is equal to the right-hand side of (2-21). The order of the

integration was interchanged in arriving at (2-27). This is permissible

because the integrands involving A and B are "square integrable" over their"'

respective domains. The integrands involving A and B are square integrable

because they are produced by sources of finite extent. For the integral

over • , a contour which circumvents the simple poles of the wavevector

integral located at C - *k is chosen in order to properly represent the

Green's function (2-25). The wavevector integrand is finite and integrable

along the specified path.

It will be advantageous to use the spherical integral representation

of the Green's function given Ps [18,191

-7r 7- "

G(R+•'I 4') = exp[-j 2(R+'-")J 2 sinedbded-.

o -T (2-28)

17



where the integration over K follows the contours shown in Figure 2-2.

Thus, the path of integration io along contour C1 for cos(y)< 0 and along

countour C2 for cos(y) 1 0, where y denotes the angle between Z and R.

Since functions a(ý) and b(it are analytic, the only poles are the ones at ,.

K *k. Hence, application of the residue calculus to Equation (2-27) yields

C:()" k f f exp(-jk(O,0) R ]i (e,0) b(O,0)sined~dO

(2-29)

where

, kosin(O)cos(O) x + ko sin(O)sin(O) + ko cosei (2-30)

This result is, of course, applicable to each scalar component i • b of the

inte grand.

The partial coupling integral of Equation (2-19) can be expressed with
the aid of Equation (2-29) as

(( E TOeeflo,~) k f exp[-ji(e,o) ij Fe(e,0)

0 -Ir

b

where 0 and a are the rotation angles depicted in Figure 2-3,

Fa(, 0) r eJkr Efa (e,ý), and (2-32)

Off(2

where Ub, is a functional of the H•,-field of Antenna B given by

?° 7T-

U , , W ) H, - , - ). .

0 - T
T 68,(11;'* exp[-jk(e,o) .']sin(61)dý'de'. (2-33) .. •

18
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, of the free-space Green's function.
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f.

Figure 2-3. Sketch depicting the azimuth rotation angle a and the
elevation rotation angle 0 associated with Antenna B
of Figure 2-1.
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The generalized convolution integrals discussed previously can be utilized

along with an approximate relation applicable for Er << (Ee, E

Ee

0 " 
(2-34)

where Zo is the impedance of free space, to express (2-33) as Ub, - Ub

where U8, is

b ~ k 7rW

u;'(6 -6 -a ) =of Fe,(C-',n- ) T8 e,(e'lo 'n)sin~dnd "
of -

(2-35)0 -Vr

The angles (C,n) correspond to the usual (e,O) spherical angles. The
functions Fb, and T ee are

Fb , rejkr b, -$,n- a and (2-36)

IT it

Tele¢5,)"(') f f exp[-J[k(0,0)+ K(ý,0).1 -']T,,, dý'

o -w (2-37)

respectively, where d2' - sin(G')d'd$'.

Equation (2-31) can now be written more explicitly as

Teeb k 2 Tr i a,,

oexp[-Ji(eO) 
"] F sin(B)

0 -- •

Tr 1T

Fb, (-ý-,n-a) TI ,(6,ýk,n)sinC dqdý dod.

0 -7 (2-38)
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This expression for the partial coupling integral has the receiving antenna

SAF Fb , convolved with the integral transform T88 , of the polarization

projection function Tee,. Thus, this convolution must be performed for

every new rotation angle. However, for our basic computation scenario we

wish to rotate the receiving antenna while keeping the transmitting antenna

stationary during this set of computations. Accordingly, it would be

computationally more efficient to have an expression in which the non-

rotating SAF Fa of the transmitting antenna rather than Fb of the receiving
o 8'

'* antenna was convolved with T8,. This is readily achieved simply by

interchanging the order of integrations in (2-38). The dumy variables

(8,0) and (ý, n) are also exchanged after the re-ordering of the integrals so

that the final integration is ex.:essed in terms of the familiar (8,0)

spherical angles. Thus, the coupling integral becomes
.,%

(EaTe,,B,)) - oFe, (e-0, 0 - a) sin(B)x

%-0 -?r

f, f

o0 -- w

sin(ý) dnd~dod8 . (2-39)

The equivalence of (2-38) and (2-39) is expected since (E aE T88 , • )) is

"just a multiple convolution. Equation (2-38) is

a b - -aST H0,,)H (exp[-jk I R]Fe) * Fb (2-40)

where the * here denotes convolution. Similarly, Equation (2-39) is

E( ET88, , F b * (exp[-jk.R]Fa) T(( eeTo 6 ' ))eel- T (2-41)

Sufficiency conditions for

22
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b exp-j] ) * Tee, -. (exp[-jk R] ) e * Tee,

(2-42)

are the same as given previously in the discussion of the generalized

convolution. Less restrictive conditions for the commutability of

convolution integrals are g~ven by L. Schwartz in References 20 and 21.

The same procedure is applied to all of the partial coupling integrals

except those having Ea and H a in their integrand. These integrals are of
-3r r

the order r whereas the integrals involving only products of the (b9b

and ( ) components are of the order r-2 . The integrals involving Ea
r

and Ha are expected to yield a non-negligible contribution to the couplingr
only if one (or both), of the antennas is (are) electrically very small and

the separation distance is about two wavelengths or smaller. The emphasis

in this research program is placed on development of efficient algorithms

for directive antennas. It appears that the contributions of the radially

polarized components will be negligible for realistic situations involving

directive antennas and for many situations where one or more of the

antennas are electrically small.

The total coupling integral ((b,a)) - Vba is then expressed as the

sum of the double convolution integrals for all of the partial couplings

involving the C8,j) components of the transmitting antenna. The expression

for Vba is then

vba k2  [ b * (expf-jk'IF a) * (T +zo 0 F6 eel ~,

+ Fb * (exp[-jik']Fa) * (T + T

+ Feb * (exp[-jiki'Fa) * (T , + Te

F b * (exp[-ji-'jFa) * (Tee, + T 1 )J

(2-43)
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The antenna coupling is more conveniently characterized in terms of the

mutual gain M for the antenna pair relative to a pair of isotropic

radiators in lieu of the voltage Vba. The mutual gain is defined as

(A---I-R r(I, (2-44)
Pt

where Pr is the received power and Pt is the transmitted power. The mutual

gain is expressed in terms of the normalized, dimensionless SAF's band a
0 ad0

that are normalized to unity as

M(Roapa) = 47-'R2 gbga k 4 IFb"o * (exp[-jk'R]F°8) *(To,, I I•,

oe o

+ Fb * (exp[-jgg a. ] ) * (Teo' + T%•,)

+ Fb * (exp[-jk-i1F a) * (TW + Toe#)

o9 oo
SFb * (exp[-ji1.T]Fa (To, + T 2

(2-45)

where gb denotes the peak "far-field" gain relative to isotropic gain of

Antenna B when used as a receiver for plane wave illumination and ga

denotes the peak far-field gain of Antenna A when used as a transmitter.

The mutual gain given by this equation is the quantity of interest in the

numerical studies.

D. Obstacle Effects

We consider next two antennas operating in the presence of an

obstacle. The obstacle is allowed to have arbitrary but known shape and

composition, and it can be located anywhere outside the surfaces enclosing

the radiating portions of the two antennas. Ths derivation of the coupling

integrals for two antennas operating in the presence of a single obstacle is

outlined in the following paragraphs. The extension to more than one

obstacle is then briefly considered.
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The situation under study is depicted in Figure 2-4; R is again the

vector extending from the transmitting Antenna A to the receiving Antenna

B. R! and r are vectors extending from Antenna A and the obstacle

reference center, respectively, to a field point. ra and rb extend from I.-

Antenna A and Antenna B, respectively, to the obstacle reference center. r '5..

traces out the surface of the obstacle.

It is well known that the E and H fields at a point in the near field 5.

can be written as the sum of the incident antenna fields and the obstacle

scattered fields,

h.

it . Ea + Es, and (2-46)

it . a + ti, (2-47)

where the superscripts t, a, and s denote total, Antenna A, and scattered,

consecutively. The complex voltage Vbt induced in Antenna B may be ".5
obtained from the coupling integral given in Equation (2-3) by substituting

(Et, it) for (Ea, ja) to yield 71

Vbt Vba + Vbs (2-48)

The voltage Vba is, of course, just the voltage induced in Antenna B by

Antenna A in the absence of the scattering obstacles, i.e., the clear-site

coupling voltage. The voltage Vbs is the voltage induced in Antenna B by

the scattered fields of the obstacle, and it is given in terms of the

coupling integral as

Vbs is (-Pb+?') x gb(j") + Hs (_b+',)x Eb (F'). i' ds' ]

ST (2-49)

where, as before, S' is an arbitrary surface enclosing Antenna B and i' is

a unit vector normal to the surface and pointing out of the enclosed

volume. Proceeding exactly as in the derivation of the clear-site SAF

coupling integrals, the voltage Vbs is expressed in terms of the A"

25
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//

ANTENNA B

- -I,

ANTENNA A

Figure 2-4. Sketch depicting a scattering obstacle located within
the near-field of two cosited antennas.
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far-field quantities jb(e,o) and ls(ef) as

k2 b --VF 8s (exp[-jk'R]F5 e (T + T ,

+ Fb * (exp[-jk-R]F, ) * (T + T
F; eel ,'

+ Fb * ,exr-k.R 5  ) * (To) + T)' _'

The SAF F•(8 ,) for the scattering obstacle may be obtained with the

1 4.b

aid of a slight generalization of the reaction integral for scattering ,.

+, P e--iiF, (

[ 151. Let Jle(Fl) and J13 (Fl) denote scattering current dyadics for the _S'

electric and magnetic currents induced on the surface of the obstacle when 4a
illuninated by an infinitesimal dipole with unit current located at Y - •"

(r,8,T). In the limit of very large r, we obtain, via the reaction

integral for scattering

(11 Letk .(fl)° and (F)deoes attrn curn -y c forith

S(8,) = l I e

-lcris n mgetic curet inue o an + . (h ufc f )teosacewe

. ( 6 j r li e U : 1 1a F a +Im ( F 1 1A ý

S

-J.

jja (F a + Pl)dsl (2-51) Z1.

from whence we can obtain Fs(e0,) via the relation FS(6,4) reJkr is (6,0).

An expression for Fis (0,0) in terms of far-field pattern variables is

desired, and can be obtained by employing the Huygens-Fresnel integral
given by Equation (2-24). In particular, the electric field Ea of Antenna

A becomes

E.a(Fa + i) 27a(r',¢) exp -jk(e',').(rar) a dr ' ,

(2-52)
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and similarly for ffs. This leads to the following expression for FS (e,),.

SFa(eO',')exp,-Jk(e',0')o~ •i Is

S( )exp -. ( , ' s 1

S1  (2-53)

m -. -

where 3 e +31 im and where df6 ' sin(e') de'do'. This can be cast

into a more familiar form by defining the obstacle scattering dyadic

(O,4 e',,0') - f (F1Ie,,)exp -j.(e',,'). as.ds.

(2-54)

The resulting expression for Fs (O,0) is then
1

- 2eW,)I= (e,4,e ,.,) . •a(e',,') exp(-i1•(e',¢) * 'ad '

(2-55)

This equation, as well as Equations (2-51) through (2-54) were derived with

respect to polarization components that are convenient for the description

of the surface currents on the obstacle. However, Equation (2-55) is valid

for any choice of polarization convention. Accordingly, spherical (0,0)

components are now chosen in order for F(s,) to blend with the "clear-

site" SAP equations.

The foregoing analysis is readily extended to multiple obstacles if

the multiple obstacle scattering dyadic S can be specified from theory or

experiment. S can be approximated as the sum of the isolated single

obstacle scattering dyadics if the effects of multiple scattering can be OM

ignored. Perturbation techniques for small metal cylinders or spheres

exist for improving the results obtained from the superposition of isolated

obstacle scattered fields (22,231.
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SCTION III

APPROXIMATE SAP ANALYSIS

A. Introduction

The rigorous theory and equations presented in Section II have the

very desirable attribute of being applicable to antennas and/or scatterers

of low, moderate, or high directivity. Additionally, they are valid for

any orientations/arrangements of the antenna and scattering objects.

Accordingly, the rigorous SAF equations appear to be well suited for

analyzing antenna coupling under both clear-site and obstructed conditions

for situations where there are questions concerning the PWS computations.

However, one can anticipate that the computer core storage and execution

times for electrically large antennas/scý terers may become prohibitively

large for a computer program based on the rigorous SAF analysis.

The rigorous SAF antenna coupling analysis requires the evaluation of

complex integral transforms of (T,,, To, etc.) of the polarization

transformation operators (Tae, ,T ' etc.) and the evaluation of a pair of

nested convolution integrals. The integral transform is a four-dimensional

complex function of angular variables while each of the convolution .

integrals are two-dimensional complex functions of angular variables.

Assuming that the functions are sampled at the Nyquist rate over, say, a

hemisphere, it can readily be deduced that computer storage and execution

times can become excessive for closely-spaced electrically-large antennas.

Indeed, storage requirements and execution times are significant problem

areas even for the inherently fast PWS-based algorithms that employ FFT

processing [10,11]. Accordingly, it is recognized forthwith that some

simplifications must be made in order to obtain a practical and versatile

SAF algorithm that can be applied to a large class of antenna coupling

situations.

Analytical and numerical studies were initiated during this reporting

period to improve the efficiency of the computer programs employing SAF
J.

equations without seriously degrading accuracy. The stationary phase

evaluation of radiation integrals has been applied along with sampling %

theory to furnish guidelines for choosing the required angular integration

regions for the convolution integrals and the integral transforms. The
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stationary phase analysis was also employed in the development of series

repre.entation of the integral transforms Teel T,, etc. Numerical studies

were begun to study the impact of integration region and sample spacing on

the accuracy of the antenna coupling computations. The analysis and

preLiminary numerical data are presented and discussed in the following

pa- agraphs.

S Stationary Phase Evaluation

1. Integration Region

The integral transforms such as T., given in Equation (2-37) and

the convolution integrals such as ((Eg Too, Hs,) given in Equation (2-39) V

are of the general form,

I(y1,Y2 ) - A(Y,y-2 ) expl-j(k.r) f (Y1 ,Y2 Jy, y.) dY'ydY2
(3-1)

P. Debeye ( 24 ] has devised a method for evaluating this type of integral,

known as the method of stationary phase, or the method of steepest descent.

The method is based on the observation that, for kr >>I, the major Wk

contribution from the integrand comes from the region in (Y,¥2) space

where the phase function (kr) f(y 1 ,Y21i,Y¥2) is slowly varying compared to

the largest significant variation of the function A(Y1 ,y 2 ). This region of

relatively slow phase variation is centered at the point where the first .

derivative of the phase function vanishes, known as the stationary phase

point. The region of comparatively slow phase variation is frequently

referred to as the stationary phase region.

The integrand rapidly becomes increasingly oscillatory when the

integration extends outside the stationary phase region. The contribution

of this exterior region is typically very small compared to the .41

contribution from the stationary phase region, provided the maximum of a

sharply peaked A(Y1 ,y 2 ) is located well within the stationary phase region
1 2

or provided that the parameter kr is sufficiently large.

In order to find the stationary phase point, the phase function kr

f(Y 1,Y21Y 1,f 2 ) is expanded to second order in a Taylor series in two

variables about the points Yi 0 and Y20,
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kr• f(Y19 Y2 YO + h 9Y20 + g) - kr f(y 0o, y2 0 ) +

h •--+ g -- (kr) f(yl, y2 Y1 2Y) 1~O y o

1ay ;Y2 I

+ h -- + 9 If NOr f(yj,y2jyj ,y2)1l,
I a 1, aY Y10 Y 20

(3-2)

and the stationary phase point is found from the requirement that

[h- g - kr f(Y1,Y21Y1 ,Y2)1I.2 O (3-3)
a DY2  Y10, Y20 - 0.

The phase functions to be evaluated in the SAF integrals can be written in

the form

(kr) f( Y1 , Y2, Y1  ,Y2) (kr) {sin( Y1)cos( Y2)sin( I')cos( (Y)
4.,

"+ sin( Yl)sin(Y2 )sin(Y1 )sin(Y2 )

"+ cos(Yi)cos('Y) } • (3-4)

Expanding the phase function in its Taylor series expansion and applying

the condition (3-3) leads to the sensible result that the stationary phase

point is located at Y' - Y1 and Y2 2,

The extent of the stationary phase region can be estimated as follows [11].

First, a coordinate rotation is effected to align the z-axis of a spherical

coordinate system along the stationary phase direction (Y1,Y 2 ). The phase

function in this new coordinate system is then

(kr) f(0) - kr cos(e,) (3-5)

where - is the polar angle that opens from the new z-axis. Next, the

criterion is adopted that the edge of the stationary phase region occurs at

the angular location where the rate of change of the phase function is

equal to twice the most rapid variation of the function A. Thus, we need
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to equate the first derivative of the phase function with respect to the

angular integration variables to twice the highest-frequency Fourier

component of A. For (non-supergain) antenna pattern functions and/or

obstacle scattering functions, two times the highest-frequency Fourier 4%

component of A(-) is bounded by D/DA , where D is either (1) the diameter

of the sphere circumscribing the radiating portion of the antenna or

scatterer or (2" -wo wavelengths, whichever is larger. For coupling

integrals, for which A(G) is essentially a product of two non-supe:gain

antenna-like pattern functions, twice the highest-frequency component can

be taken as T (Da + Db)/A where Da and Db are (1) either the diameter of

spheres circumscribing the radiating portions of Antenna A and Antenna B,

respectively or (2) two wavelengths each, whichever is larger. Thus, for

coupling integrals we have

(kor) sin( • ) - i (Da+Db) (3-6)

where _ denotes the "edge" of the stationary phase region. This leads to
p

the result [11],

sin(8. ) - (Da+Db) (3-7)
P 2r

The sample spacing can be chosen by invoking the Nyquist criterion.

Accordingly, the angular increments should aot be larger than

A r (D+Db) (3-8)

in order to satisfy the Nyquist sampling rate.

The integ-it'on region and sample spacing givet by Equations (3-7) and

(3-8), respectively, provide guidelines for numerical computations. Larger

integration regions and/or finer sample spacings may be required in some

applications in ordcr to achieve a specified level of accuracy. On the

other hand, some relaxation of these criteria may be permissible for some

EMC applications The ntmerical studies that are in progres on this
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contract should provide additional insight into the impact of the

integration region and sampling rate for EMC applications.

2. Approxitation for the Integral Transforms
9*. An approximation is sought for the angular space representation,

-- i.e., the integral transforms T8,8 , T,,, etc., of the polarization

transformation operator. It will suffice to consider only the integral for

T Be ,since the sane procedure is applicable to all of the T's. The integral

. for Tee is given by Equation (2-37) as

T Te8,Ojt,n) - (r')2 ff exp[-j c(6,0) +[4r(t,n)] r'] Tee,sin(0')dj'de',

0. -W (3-9)

where T e, is given in Table 2-1 as

TBee - cos(b)cos()cos(6')cos(6') + cos(g)sin(b)cos(6')sin(C')

+ sin(d)sin(g') . (3-10)

, The integrations in Equation (3-9) are performed over the surface of a

sphere circumscribing Antenna B. Axonometric plots of Tee# and T*,0 are

shown in Figures 3-1 and 3-2, respectively, for a circumscribing sphere of

radius 5A , where A is the wavelength. These plots display the functional

form of T and T , versus elevation angle 8' and azimuth angle $'.

In order to develop a conventional asymptotic series representation
for T ,, it is necessary to expand the exact polarization transformation

operator T 0, in a two-dimensional Taylor series about the stationary phase
" point of the phase function [R(C, n) + R(e, )J" 1 (e', '). The exact phase

function is also replaced by its two-dimensional Taylor series expansion to

second order about the stationary phase point, which occurs along the

direction of the resultant wavevector K V(&, n) + V(6, 0). This leads to

, an approximation for T 6' of the form

T , n(,0, ) exp -jk' [Uxxo~' + U + UzUzo] }

i ~(r' amnf f ••) expl ( 2

[b (01,o)2 + b 2 (;,_, )2 ded'
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where %an are the coefficients of the power series expansion for Tee

sin(P') and where bl and b2 are computed as

2

bm - ( Ui UUy , _] + U, . and (3-12)
3692 y 0

2
b2  a412 UxU + UyOy + U.U5] o (3-13)

The variables Ux, Uy, Uz, are

Ux - sin(Ocos(n) + sin(e)cos(ý), (3-15)

Uy - sin(&)sin(n) + sin(O)sin(O), and (3-16)

UZ- cos(o) + cos(e) . (3-17)

Similarly, the Ux, a; and Uz are

x a sin(P')cos(W'), (3-18)

U; - sin(P')sin(W'), and (3-19)

z a cos(P') . (3-20)

The variables Use, Uyo and U'o are obtained from these last three equations

by evaluating them at the stationary phase point (

The integral appearing in Equation (3-11) is of a well known Gaussian

form. Closed-form expressions can be obtained for the various terms in the

series. However, there are important drawbacks to this approximation. In

particular, the second-order expansion for the phase term is accurate only

over a very small portion of the stationary phase region unless kr' is

extremely large. Many additional terms would be needed in the power series

expansion of the pha.e function in order to obtain an accurate approximation

for the phase function over the stationary phase region for moderate or

small values of kr. The integral would then have to be computed

numerically, which would make the approximation impractical to use.
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Moreover, this type of asymptotic series for Tee, may not converge if too

many terms are used in the expansion for Tee, sin(P'), and hence one must

determine the optimun number of terms to use [25].

The shortcomings of the conventional asymptotic expansion in the
(1,j variables can be circumvented by evaluating Tee' in terms of the

,yU'z) variables. Equation (3-9) is thus rewritten as

Tee,=(r') 2 fJ' exp { -jkr' [ Udx + UyU> + UzU0] ) TeeI(U',U')d2'

•J oJ _(3-21)

where

d - sin(6')d5'dj' . (3-22)

The exact polarization transform operator T.e. can be written in terms of

(x,,Uz) as

"Tee [ bA(U•,Ud) 6J' 2 + B(UiUi)] , (3-23)
ee z

where the functions A(U6,U5) and B(Ud,U•) are

A(jU',U•) - [((+a 6x) 2 - b Ui' 2 (1+a Ux)] ½[ 1_0U2]1, and (3-24)

B(Ud,Ui':) [ l+a Uv - b 6' 2 ]h [(+a 5x'] [l-Ut 2 ] (-- Ux z[I62] (3-25)

The parameters b and a are

r'2
b ,and (3-26)

R2+r' 2

2Rr'
Sa - .(3-27), ~R2+r, 2

I
The functions A(Ux,Uz) and B(U5,Uz) are expanded in a two-dimensional

Taylor series expansion about the stationary phase point (UxoUz) to yield
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a power series expansion f or T 1

T as' Cmn (U.-x Uxo (Uz,-•o )n (3-28)

Thus, it is seen from Equations (3-28) and (3-21) that it is necessary

to evaluate integrals of the type

Imn U// Uzn exp {-jkr' [U-,+U bl+UzUzII d-, -
mff (3-29)

0 0 -IT

It may readily be discerned that the integral Imn can be obtained from the

integral too for m and n both equal to zero. In particular, the integral

Imn is obtained from Ioo by differentiating with respect to Ux and Uz, to

wit:

[-Jkr ](+-n Doo a" n3 00
z

Next, we note that the integral too obtained from Equation (3-29) by
setting mn-O can, after a coordinate rotation designed to align the polar

axis in the stationary phase direction along the resultant wavevector, be

integrated to yield

sin[kor'U]
Ioo(Ux,Uy,Uz) - (41) (3-31)

k r'U
0

"where
U a[ U2 + U2 + U2 ] ) (3-32)

x y z

and where (Ux,Uy,Uz) are as previously defined by Equations (3-15), (3-16),

and (3-17). Ioo is readily differentiated any number of times with respect

to UxUy or Uz. The derivatives of all order are continuous and bounded.

The general properties of the (Ux,Uz) series expansion for Tae' are

still under study. However, preliminary results of the analysis indicate

that the series converges for all r'< R, a condition that is always

fulfilled for antennas whose circumscribing spheres do not touch one

another. The preliminary results also strongly indicate that this series

converges much faster than the conventional asymptotic series, and
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consequently, fever terms are needed to achieve a specified acccuracy.

Work has been performed to evaluate the Cmn coefficients for the T

Taylor series and to obtain the analytical expressions for the integrated

Ian terms out to fourth order in U• and to second order in Uz. However,

the current version of GTSAF employs only the leading integrated term Ioo.

This simplification permits considerable reduction in computer run time

while maintaining good accuracy.
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SDIOE'I IV V1

NUMERICAL RESULTS

A. Introduction

In this section, numerical data are presented and discussed to

illustrate the general capabilities of the SAF-based antenna coupling

algorithm and two related auxiliary algorithms. Firstly, coupling data

were computed via the computer program SSAF for a pair of ½i-x dipoles and

for a pair of 10-A circular aperture antennas. This simplified version of

the full SAF computer program GTSAF employs function statements to generate

the spherical angular functions for the antennas under study. Also, the -

full expression for the integral transform Tee , and T , of the

polarization projection operator is approximated by the leading term 1oo,

given by Equation (3-31), whose 3-dB beamwidth has been adjusted to more

closely replicate the mainbeam of the exact (Tee eT ,). Secondly, 4

mutual coupling data is calculated via GTSAF for a pair of directive

antennas for clear site as well as blocked conditions in the near-field,

and compared with experimental data. Thirdly, the auxiliary programs GTOBS

and EHPARAB, for computing composite antenna/obstacle SAF's and for

generating paraboidal reflector antenna SAF's, respectively, are briefly

discussed.

B. General Trends

SSAP was used primarily to study general trends in the mutual gain

curves and to study the sensitivity of the mutual gain curves to the size

of the integration region used in the computations. The key results for

the geometry depicted in Figure 4-1 can be summarized with the aid of

coupled power curves for a pair of ½l-A dipoles and for a pair of 10-A

uniformly-illuminated circular aperture antennas. The coupled power

curves were computed versus the elevation rotation angle for a fixed

skew angle ýo for the geometry shown in Figure 4-1. It should be noted

that the coupled power curves obtained for this geometry are equivalent to

the curves that would be obtained when ,o a 00 with receiving Antenna B

located at the longitudal distance X - R cos(&o) and vertical separation Z

- R sin(ýo) and where the rotation angles 6 and •', respectively, for the

two situations are related as B - 8-&o..
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The integration integral was always chosen to extend only over the :4
mainbeam of the function (T90 , +To, ). The integration range of the

outermost convolution integral was varied in the numerical tests. Good

agreement was achieved between the near-field electric fields computed from

SSAF with one antenna replaced by an infinitesimal dipole and the near-

field electric fields computed from aperture integration (4] when

Equation (2-38) was integrated in the aforementioned manner. The

agreement was less satisfactory when Equation (2-38) was integrated in this

approximate fashion. Accordingly, the SSAF computations contained herein

were based on Equation (2-38) with the roles of Antenna A and Antenna B

reversed. Since the antennas are both identical and reciprocal, the

coupling data computed in this manner is equivalent to the coupling data

obtained for the situation depicted in Figure 3-3 where Antenna A is fixed

at the skew angle -"o and Antenna B is rotated through angle 0 . The data

and discussions in the following paragraphs are presented in terms of this

latter situation just described. ..

The coupled power curves computed from SSAF for a pair of ½-A dipoles

separated by IA are compared with the coupled power curves computed from

the Ohio State Piecewise Sinusoidal (OHSPS) wire program in Figures 4-2 and

4-3. The curve shown in Figure 4-2 was computed for a pair of non-skewed

dipoles, while the curve shown in Figure 4-3 was computed for a skew angle

of to - -900. The integration range for both curves was the entire front

hemisphere defined by (00< e < 1800, -1800o< 0 < 1800). Cood agreement is

achieved between the SSAF and the OHSPS data for the non-skewed

arrangement. The relatively poor agreement for Fo a -90 degrees may

indicate that the radially polarized field cannot be ignored for this

arrangement.

The plots of coupled power shown in Figures 4-4 through 4-12 for two

10-A aperture antennas provide useful and interesting information

concerning general trends and the impact of the integration range on

computational accuracy. The figures are sequenced according to increasing

separation distances of 10 X , 25 A , and 40 A , which are equal to 0.05,

0.125, and 0.2, consecutively, of the far-field distance of each aperture

antenna. The transmitting Antenna A was skewed at Co -26o for all of the

computations presented by these figures. Three curves are shown for each
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separation distance. Each of the three curves for each separation distance

was computed for the integration ranges specified in the caption.

Figures 4-4, 4-5, and 4-6 show the coupled power versus rotation angle

for the 10- x separation distance for integration over angular regions of

total width 70 degrees, 90 degrees and 120 degress, consecutively. The 90

degree angle corresponds to the angle Osub mutually subtended by this pair

of antennas separated by 10 X, as computed from the formula

Db
'sub - 2 arctan LI

2R (4-1)

where all symbols are as previously defined. The integration region of 70

degrees was chosen to investigate the impact on accuracy of using an

integration region that extends beyond the mainbeam but that is smaller

than the mutually subtended angle. The integration range of 120 degrees

yields essentially the same coupled power curve as the one obtained by

integrating over the entire front hemisphere as required by Equation (3-7).

Inspection of these three curves shows that all three curves have their

peak value occurring very near the rotation angle of B n 260 where the
apertures of the two antennas are parallel. The computed peak values occur

at 24.50, 25.00, 25.00 and for the integration ranges of 70 degrees, 90

deig-ees, and 120 degrees, consecutively. The curves for the integration

ranges of 70 degrees and 90 degrees differ noticeably, but not drastically,

from the curve for the 120 degree integration range. These limited

results indicate that the integration range specified by Equation (3-7)

yields a conservative guideline provided that the skew angle is much

smaller than the angular half-width of the stationary phase region. The

curves computed from the integration ranges of 70 degrees or 90 degrees may

be accurate enough for some EMC applications.

The curves presented in Figures 4-7 through 4-9 for a separation

distance of 25 1 and those presented in Figures 4-10 through 4-12 for a

separation distance of 40A further illustrate general trends and provide

additional understanding of the impact of the integration region on

computational accuracy. One notes that the peak value of coupled power has

shifted progressively closer to the stationary phase direction, which

coincides with a rotation angle of a - 0 degrees on the plots, as the
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separation distance has been increased. In particular, the peak value for

the most accurately computed curve (i.e., the one obtained with the largest N
integration region) for each separation distance occurs at an angle of

about 25 degrees, 12 degrees, and -3 degrees for the separation distances

of IOX , 25X , and 40A , consecutively. This is a sensible trend which

implies the well known result that for very large separation distances the

power coupled to the receiving antenna is maximum when its mainbeam is

pointed directly at the transmitting antenna.

A significantly sensitivity in the computed curves to the size of the

integration range may be discerned by inspecting the curves for the

separation distances of 25X and 40X . The integration range of 48 degrees

determined from Equation (3-7) for the separation distance of 25X is also

approximately the angle mutually subtended by these two antennas for that

separation distance. Similarly, the integration range of 29 degrees for

the separation distance of 40X is also approximately the angle mutually

subtended by the two antennas for that separation distance. The
integration range of 70 degrees provides integration over a cone of half

angle equal to 35 degrees which extends considerably beyond the peak of the

skewed transmitting (far-field) mainbeam. The integration region of 90

degrees yields coupled power plots that have essentially converged to a

stable result. Thus, it was necessary to integrate over a range almost

twice the size of the stationary phase region for the separation distance

of 25X and to integrate over a range almost three times the size of the

stationary phase region for the separation distance of 40X when the

transmitting antenna is skewed at Co a -26 degrees.

These results provide useful insight into general coupling trends and
the impact of the size of the integration region on computational accuracy.

However, it should be recognized that some aspects of both the general

trends and the sensitivity of the computational accuracy to the integration

range may depend significantly on the aperture distribution and, hence, on

the far-field pattern. Accordingly, it would be useful to conduct similar

numerical studies involving other pattern functions.

C. GTSAF Coupling Calculations and t. perimental Data

A sample execution for the antenna coupling algorithm GTSAF is

presented in Figure 4-13. GTSAF is designed to accept complex input
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"GNEAT TE NPT NTNN AD HEANENA/CATEER

"PROGRAM GTSAF COMPUTES THE NEAR FIELD MUTUAL"
"GAIN FOR A PAIR OF ANTENAS OPERATING EITHER ON"
"A CLEAR SITE OR IN THE PRESENCE OF A TALL ROUND MAST OR SHEET"
"OBSTACLE. THE PROGRAMS EHPARAB AND GIOBS CAN BE USED TO""GENERATE THE INPUT ANTENNA AND THE ANENA/SCATTERR"

"DATA FILES REQUIRED BY GTSA"

"LINEAL DIMENSIONS ARE IN FEET"

"ENTER DIAMETER OF CIRCUMSCRIBING SPHERE FOR ANTENNA A"
?4.

"ENTER DIAMETER OF CIRCUMSCRIBING SPHERE FOR ANTENNA B"

4.
"ENTER FREQUENCY IN GHZ"?

5.5
"ENTER THE DISTANCE BETWEEN THE ANTENNAS"

16.8
"ENTER ANGULAR COORDINATES OF ANTENNA A WITH RESPECT"
"TO ANTENNA B"

90.

0.
"ENTER THE AZIMUTH OFFSET ANGLE FOR ANTENNA A"

0.
"ENTER ANTENNA B AZIMUTH ROTATION ANGLE LIMITS"
?
-24.

24.

"ENTER ANGULAR INCREMENTS FOR ROTATION ANGLE"
?

1.
"END OF EXECUTION. OUTPUT MUTUAL GAIN DATA"-
"IS IN FILE MGOUT."'

m
Figure 4-13. Sample execution for the antenna coupling computer

program GTSAF for the computed data plotted in
Figure 4-15. '

56 %

"e;,';e. • .,,'.•,,..' ,'.,..'. ... '..'.•... .'.'..'.'. ,' ,'• ,.:'....'.-. ............................. "...."..,..."....".........-.-:".. -- '...



:7'

ANdTENNA SEPARATION 17FT. 1
1tMUTUAL GAIN AT',
11TOP OF THE CHART *58 DVISOtii4 b
p11 ..........MEASURED F j

41d 0*-CALCULATED iT Mr 7

-7 7-- 74

iJ 4-~- -

.7

- L

0.1

T1 -

4H 4 7,+-1-1ý - 'J4

ROTATIO!NL

Figue 414 Antnnacoulin verus ntena otaton ngl fo

Figure 1 Figurenn 4-15pwith theround asten robtaclen rngefoved

i.e., on a "clear site." -

57 '.



14 e!i'l
4. 1

It

THORTICA Afsi ItI I HI 4

I J.!

I.,1,, F1 -

I F I' r .I 4L 1 ' J' 1-1

ROTATION ANGLE

Figure 4-15. Antenna coupling versus antenna rotation angle
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antenna data and/or composite antenna/obstacle data that has been measured

or data that has been generated from an auxiliary program. The GTSAF

algorithm can be employed to compute near-field power coupling for pairs of

reflector antennas, wire antennas, horn antennas, and phased arrays.

Coupling between these different types of antennas can be based on a

knowledge of their SAF's. The GTSAF results for two reflector antennas

operating on a clear-site and in the presence of a round mast obstacle are

shown in Figures 4-14 and 4-15, respectively. The measured coupling data

&or Figures 4-14 and 4-15 were obtained during a previous Navy contract.

The GTSAF coupling data for these two figures were obtained by using J

theoretical SAF's, as follows. First, the obstacle effects program GTOBS

was employed to generate both clear-site and blocked pattern data. Cosine-

on-al0-dB pedestal aperture illumination functions were used for the two

reflectors. The GTOBS computer SAF data were then used as input data to

GTSAF to compute the coupling data displayed in Figures 4-14 and 4-15.

Inspection of the antenna coupling for the blocked situation shown in

Figure 4-15 reveals that a good engineering description of the measured

coupled power is obtained from OTSAF despite the fact that the computed

unobstructed coupled power data do not closely replicate the "sidelobes" of

the measured unobstructed power coupling data displayed :n Figure 4-14.

D. Auxiliary Programs GTOBS and EHPARAB

Program GTOBS is designed to accept antenna patterns generated from

EHPARAB and to complete blocked patterns using either cylinders or flat

plates as the scattering obstacles located near the antenna. These

patterns then can be written to files for use as input to the mutual

coupling program GTSAF. Initial input to GTOBS is partially from files and

partially interactive. It is assumed that before program execution

elevation and a-imuthal antenna patterns are contained in complex form in

files ANTEL ar.d ANTAZ, respectively. Each complex value is preceded by the

corresponding theta or phi angle. The first column of the elevation file

contains an elevation cut for the front hemisphere, i.e., 4 00,

0o<:6<1800. The second column contains a sit :LIr cut for the back

hemisphere, for • 1800, 00 <6< 1800. The a.,imuthal file contains an

azimuth cut for the entire e - 900 plane, 00<4 <3600. The initial

interactive input is mostly concerned with the physical parameters of the

59

/@



situation for which a pattern is to be computed. Information such as the

width of the antenna, the position of the obstacle relative to the antenna,

and the shape and size of the obstacle is input in this section.

IHPARAB is used to compute the E-plane and H-plane patterns of a horn-

fed parabolic dish antenna over complete circles encompasing the antenna. P%

ELPARAB is based on the "physical optics" integral over the reflector

current distribution, as described by Silver in Microwave Antenna Theory

and Design. The computed complex electric field data are then used in

GTOBS to compute composite antenna/scatterer patterns and in GTSAF to

compute antenna coupling. Plots of the computed amplitude of the electric

field scattered from the reflector dish due to illumination by a short %

dipole located at the focus are shown in Figure 4-16 and 4-17 for the E-and

H-planes, respectively. The ERPARAB data precisely match other published

data for this case. The operator inputs to EHPARAB are frequency, the F/D

ratio for the dish, the F-ak gain and the principal plane pattern functions

of the feed horn, and the direction of the assumed linear polarization of

the feed horn. 16-e

'F .% ,
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Figure 4-16. E-plane scattered pattern for a reflector
antenna fed by a short dipole for F/D = 0.43,
D = 10 wavelengths.
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Figure 4-17. H-plane scattered pattern for a reflectorantenna fed by a short dipole for F/D = 0.43
and D 10 wavelengths.
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SECTION V

CONCLDDIIW WZAMI AND REOEDXONS

The efforts to develop an efficient and versatile computer algorithm

for computing antenna coupling in the presence of near-field obstacles were

successful. The results of the analytical and numerical research work show

that the algorithm based on the Spherical Angular Function (SAF) technique

can be used for applications involving antennas of low, moderate and/or

",* high directivity.

The basic SAF equations were first derived for describing clear-site

antenna coupling in terms of the normalized SAF's of the antennas. The

normalized SAF Fo (8,0) of an antenna is related to the far-field complex

electric field Eff(0,e) of the antenna as Fo(0,0) - [gW-1] rejkr• Lf(')'
where r is the far-field range of the observation point and g is the peak

far-field gain of the antenna. The coupling analysis requires the

evaluation of double convolution integrals involving the SAF's of the two

antennas over portions of the far-field sphere, where the notion of

convolution was extended to include the type of integrals encountered in

'3 near-field antenna coupling analysis. The corresponding SAF equations for

antennas operating in the presence of near-field scattering obstacles were

also derived.

Numerical data are calculated and studied to determine the general

capabilities of the SAF-based antenna coupling algorithm and two related

auxiliary algorithms. Firstly, coupling data were computed for a pair of

½i-A dipoles and for a pair of 10-A circular aperture antennas. Secondly,

mutual coupling data were calculated for a pair of directive antennas for

clear-site as well as blocked conditions in the near-field. Good agreement
was obtained between measured and computed data. The coupling program is

denoted as GTSAF, and is supplied to CECOM under separate transmittal. The

* auxiliary program GTOBS and EHPARAB, for computing composite

antenna/obstacle SAF's and for generating SAF's for paraboloidal reflector

antennas, resPectively, were also implemented and validated.

It would be particularly beneficial to CECOM for Georgia Tech (1) to

make certain refinemets and extensions of the coupling prediction

capabilities developed under this contract and (2) to obtain additional
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measured data for model validations. Accordingly, the following research

tasks are proposed in order to provide additional, validated analytical

capabilities to CECOM for monitoring and improving EMC:

Task 1. Rapid Determination of SAF's for Antennas, Scatterers, and

Equipments. The SAF's of antennas, scatterers, or equipments may be

readily computed from the complex field data obtained from Near-field (NO)

measurements. The feasibility of exploiting the Modulated Scattering

"Technique (MST) to develop a portable near-field te~t facility, capable of

acquiring the NF data in a few minutes or seconds, should be investigated.

A rapid NF measurement capability combined with the GTSAF algorithm will

"significantly enhance CECOM's ability to determine and control EMI.

Task 2. Out-of-Band Computer Model Simulations. A Monte Carlo

computer model has been developed under a previous government contract to

compute statistical average out-of-band reflector antenna patterns.

Preliminary computer simulations have demonstrated that the out-of-band

patterns are particularly sensitive to the relative phase deviation of the

higher-order transmission line mode. However, the sensitivity of the model

/ results as a function of variables such as the mode amplitudes mode phases,

.4 and "mixture" of modes has not yet been tested against measured data. It

is proposed that the following numerical simulations be performed to

determine the computer model sensitivity:

9 a. Exercise the computer model to determine the effects of mode

4 amplitudes, mode relativae phases, and mode mixture on the out-

of-band pattern statistics -- specifically, the mean pattern and

standard deviations.

b. Modify the model to account for the effects of waveguide feed

system length on the relative model phases by using the higher-

order mode phase velocity equations.

c. Compare the computer model mean patterns and standard deviations

4 with the measured data obtained during the measurement program.

Task 3. Extension of the Out-of-Band Reflector Antenna Pattern Model.

" The present computer model performs a vector calculation of the average
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pattern and standard deviation over an approximately +500 to +800 field-of-
view centered on the antenna boresight. In many applications, it is

desirable to determine the complete pattern statistics including the back-

lobe regions. Also, it is often necessary to compute pattern statistics

such as the median gain and standard deviation over either a complete 4W

steradian or partial angular sector. However, with the present model,

these computations can be time-consuming and expensive. Thus, it is

proposed that the model be extended to:

a. Include the effects of reflector rim edge diffraction and strut

and feed horn blockage on the out-of-band antenna pattern. This

extension will make it possible to compute the out-of-band

pattern over a full 4w steradian angular sector, or over any

selected subsector of the pattern.

b. Incorporate routines to determine the median gain and standard

deviation of the out-of-band pattern for the full 41 steradian

angular sector.

c. Examine computational methods to decrease the computer run time

required by the model. These methods might incorporate some

recently published techniques which are particularly suited to

circular aperture-type antennas.

Task 4. Additional Out-of-Band Pattern Measurements. Additional

measurements of the out-of-band pattern performance of reflector antennas

are needed to determine the effects of transmission line components. The

out-of-band pattern performance has been shown to be sensitive to the type

of waveguid transmission components employed in the feed system. To date,

measurements have been performed using a simple coaxial cable-to-waveguide

adapter feed system. It is proposed that additional measurements be

performed using a feed system incorporating:

a. coaxial cable-to-waveguide adapter and E-plane bend,

b. coaxial cable-to-waveguide adapter and H-plane bend,

c. a coaxial cable-to-waveguide adapter attached to a typical

waveguide feed which extends from the reflector rim to the feed

horn.
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Statistical processing will be performed on the data to determine

whether the different transmission line devices result in significant

changes in the out-of-band statistical average pattern performance. These

measurements will be performed over frequency bands centered about the

fundamental, the second, and the third harmonic frequencies.

Task 5. Out-of-Band Antenna Coupling. Very little measured data are

available validate out-of-band data computed via GTSAF. It is, therefore,

proposed to perform a limited set of out-of-band antenna coupling

measurements, including the following:

a. Out-of-band toupling measurements as a function of azimuth angle

for two reflector anteri.as located at the same elevation. (Note:

this corresponds to the "common boresight" case.) These

measurements will be prfvrmed over frequency bands centered on

the second and third ha!:it'ics.

b. Antenna coupling measur t as a function of azimuth angle for

two reflector antennas separated by approximately one-to-two

antenna diameters in elevation. These measurements will be

performed over frequency bands centered on the second and third

harmonics.

The measured data viii be processed to determine the mean and standard

"deviation of the out-of-band coupling as a function of azimuth angle.

,p.

;N,,

"* 66

-"-



SECTION VI

1. R. F. Harrington, Field Computation by Moment Methods, MacMillan Co.,
New York 1968.

2. A. T. Adams, "Method of Moments Applications-Vol. I., An Introduction
to the Method of Moments," PRDC-TR-73-217, November 1974, AD #A-
002820.

3. R. C. Hansen, Microwave Scanning Antennas, Volume I, Academic Press,
New York, 1964.

4. F. L. Cain, C. E. Ryan, B. J. Cown, and E. E. Weaver, "Electromagnetic
Effectiveness Investigations of Near-Field Obstacle Effects, Antenna
Coupling and Phased Arrays," Georgia Institute of Technology, Final
Engineering Report, Contract No. N00024-72-C-1276.

5. R. C. Rudduck and R. J. Markefka, "Quasi-Optical Techniques for
Antennas at UHF and Above," Ohio State University ElectroScience
Laboratory, Quarterly Report 712242-6, Contract No. N00123-79-C-1469,
February 1981.

6. B. Ye. Kinber, "Decoupling of Closely Situated Reflector Aerials,"
Radiotekhnika i Electronika 6, No. 6, 1961, pp. 907-916.

7. E. Schweicher, "Linkage Between Two Microwave Antennas in the Presence
of a Cylindrical Reflector," Annales Des Telecommunications, Tome 34,
Nos. 9-10, September-October 1979.

8. C. E. Ryan, Jr., E. E. Weaver, and W. P. Cooke, "Development of Total
Electromagnetic Effectiveness During Ship Design," Georgia Institute
of Technology, Final Technical Report, Contract No. N00024-77-C-5338,
December 1979.

9. C. E. Ryan, Jr., E. E. Weaver, and B. J. Cown, "Plane Wave Spectrum
Analysis of Near-Field Obstacle Effects on Directive Antenna
Patterns," IEEE Transactions on Antennas and Propagation, 27, No. 6,
November 1979.

10. B. J. Cown and C. E. Ryan, Jr., "Near-Field Theory and Techniques
for Wideband Radiating System at In-Band and Out-of-Band Frequencies,"
Georgia Institute of Technology, Final Technical Report, Contract
No. DAAG29-78-C-0029, January 1982.

11. A. D. Yaghjian, "Efficient Computation of Antenna Coupling and Fields
Within the Near-Field Region," IEEE Transactions on Antennas and
Propagation, Volume AP-30, No. 1, pps. 113-128, January 1982.

67



12. B. J. Covn, "In-Band Antenna Coupling Research," Georgia Institute
of Technology, Interim Technical Report No. 1, Contract DAAB07-82-
C-J069, September 30, 1982.

13. G. D. Bergland, "A Guided Tour of the Fast Fourier Transform,"IMEE Spectrum, July 1969.

14. D. M. Kerns, Plane Wave Scattering Matrix Theory of Antenna and
Antenna-Antenna Interactions, U. S. Government Printing Office,
Library of Congress Catalog Card Number: 81-600015, June 1981.

% 15. V. H. Rumsey, "Reaction Concept in Electromagnetic Theory," Physical
K Review, Volume 94, No. 6, pp. 1483-1491, June 15, 1954.

16. R. F. Harrington and A. T. Villeneuve, "Reciprocity Relationships
for Gyrotropic Media," IRE Transactions on Microwave Theory and
Techniques, MTT-6, pp.. 308-310, July 1958.

q

17. Microwave Antenna Theory and Design, S. Silver (Editor), Dover
Publications, New York, 1965.

9

18. P. M. Morse and H. Feshbach, Methods of Theoretical Physics, Volume 2,
McGraw-Hill Book Co., New York, 1953.

S19. A. Banos, Jr., Dipole Radiation in the Presence of a Conducting Half-
*. Space, Pergamon Press, New York, 1966.

S20. L. Schwartz, "Theorie des Distributions a Valeurs Vectorielles,"
AAnmales de L'Institat Fourier, Universice de Grenoble, Tome 8-9,

S* 1958-1959, pp. 1-202.

21. L. Schwartz, Mathematics for the Physical Sciences, Addison-Wesley
Publishing Co., Reading, Massachusetts, 1966.

I 22. N. Zittron and S. N. Karp, "Higher Order Approximations in Multiple

* Scattering II. Three Dimensional Scalar Case," Journal of Mathe-
matical Physics, Vol. 2, No. 3, May-June 1961.

* 23. K. Hongo, "Multiple Scattering by Two Conducting Circular Cylinders,"
IEEE Antennas and Propagation, Vol. AP-26, No. 5, September 1978.

24. P. Debeye, "Approximate Formulae for the Cylinder Functions forLarge Values of the Argument and Any Value of the Index," The

Collected Papers of Peter J. W. Debeye, Interscience Publishers,
Inc., New York, 1954.

25. P. M. Morse and H. Feschback, Methods of Theoretical Physics,
Volume 1, McGraw-Hill Book Co., New York, 1953.

68

*..• ".,-.'.'..-...'.-'..-.-.'. -.'.. ,. .. . . . . . . . . . . , . . . ... *.v<.... *..... -...* • ...* -. -. .•.. .,



I

p

I'

'I

I

69

I- -~ ~ -- - -- -~--. I -~-- - .- .- . -- I- '~



/

DISTRIBUTION LIST

Address No. of Copies

* Defense Technical Informnation Center *

ATTN: DTIC-FDAC
Cameron Station (Bldg 5)
Alexandria, VA 22304-6145

Director 01
National Security Agency
ATTN: TDL
Fort George G. Meade, MD 20755

OCA Defense Communications Engineering Center 01 S,

CODE R123, Tech Library
1860 Wiehle Avenue
Reston, VA 20090

Defense Cornunications Agency 02
Technical Library Center
CODE 205 (P.A. TOLOVI)
Washington, DC 20305

Co•r.anding Officer 01
Naval Research Laboratory
ATTN: CODE 2627
Washington, DC 20375

Com.mander 01
Naval Ocean Systems Center
ATTN: Library
San Diego, CA 92152

Commander 01
Naval Surface Weapons Center
White Oak Labora".ory
ATTN: Library, CODE WX-21

Corr.andant 02
Marine Corps
ATTN: CODE LMC
Washington, DC 20380

Headquarters 01
US Marine Corps
ATTN: CODE INTS
Washington, DC 20380

(*Note to contractor: These 2 copies will be sent from the STINFO Office,

Fort Monmouth, N.J.)

f- - . . . . . . *-...



DISTRIBUTION LIST CON'TD)

Address No. of Cooies

Co,,mand, Control & C,,-unications Division 01

Development Center
Marine Corps Development & Education Command .4
Quantico, VA 22134.,

Naval Teleco,--munications Command 01

Technical Library, CODE 91L
4401 Massachusetts Avenue, NW
Washington, DC 20390

Naval Air Systems Command 04

CODE: AIR-5332
Washington, OC 20360

Dr. T. G. Berlincourt 01

Office of Naval Research (CODE 420)
800 N. Quincy Street
Arlington, VA 22217

AUL/LSE 64-285 01

Maxwell AFB, AL 36112

Rome Air Development Center 01

ATTN: Documents Library (TSLD)

Griffiss ARB, NY 13441

USAFETAC/CBTL 
01 Im

ATTN: Librarian
STOP 825
Scot AFB, IL 62225

Air Force Geophysics Lab 01
L. G. Hanscom AFB

ATTN: LIR
Bedford, MA 01730 

l".

AFGL/SULL 01

S-29
HAFB, MA 01731

Headquarters 
02 " d-.

AFEWC
ATTN: EST
San Antonio, TX 78243 1

,% -.



DISTRIBUTION LIST (CONTD)

Address No. of Cooies .1 1
Headquarters 01
Air Force Systems Comrmand
ATTN: DLWA/Mr. P. Sandler
Andres AFB
Washington, DC 20331

Cornander 02
MICOM.
Redstone Scientific Information Center
ATTN: Chief, Document Section
Redstone Arsenal, AL 35309

Comirn nder 01 ii
MICOM
ATTN: DRSMI-RE (Mr. Pittman)
Redstone Arsenal, AL 35809

Comnandant 01
US Army Aviation Center
ATTN: ATZQ-D-MA
Fort Rucker, AL 36362

Commander 01
Headqua rte rs
Fort Huachuca
ATTN: Technical Reference Division
Fort Huachuca,AZ 85613 J J

Cor,,ander 01
US Army Electronic Proving Ground
ATTN: STEEP-MT -
Fort Huachuca, AZ 85613 4k

Conn-ander 01
US Army Proving Ground
ATTN: STEYP-MTD (Tech Library)
Yuma, AZ 853464

Director 01
US Armny Air Mobility R&D Lab
ATTN: T. Gossett, Bldg 207-5
Nasa kAes Research Center
M•offett Field, CA 94035

HQDA (DAM'O-TCE) 02

h..ashington, DC 20310

I..•



DISTRIBUTION LIST (CONTD)

Address No. of Copies I.

Deputy For Science & Technology 02
Office, Asst Sec Army (R&D)
Washington, DC 20310

HQDA (DAMA-ARZ-D/Dr. F. D. Verderame) 01
Washington, DC 20310

Conmmandant 01
US Army Signal School
ATTN: ATSH-CD-MS-E
Fort Gordon, GA 30905

Cormnandant 01

US Army Infantry School
ATTN: ATSH-CC-MS-E
Fort Benning, GA 31905

Commander 
01

ARRCOM
ATTN: Systems Analysis Office, DRSAR-PE
Rock Island, IL 61299

Director, Combat Developments 02

US Army Armor Center
ATTN: ATZK-CD-MS .-. * -

Fort Knox, KY 40121

Commander 01

US Army Test & Evaluation Command
ATTN: DRSTE-CT-C
Aberdeen Proving Ground, MD 21005

Commander 01

Harry Oiarond Laboratories
ATTN: Library
2800 Powder Mill Road
Adelphi, MD 20783

Director 01
US Army Ballistic Research Labs

AITN: DRXBR-LB
Aberdeen Proving Ground, 110 21005

j
f

- - - - - - - - - - - -- - - -l I III



t.D

OtSTRIBUTION LIST (CONTO)

No. of CoolesAddres._._s

Oi rector 01
US Army Human Engineering Labs

Aberdeen Proving Ground, MO 21005

Di rector 
•J

us Materiac Systems Analysis Activity 01

ATTN: DRXSY-T
Aberdeen Proving Ground, M4 21005

01

Director
US Army Material Systems Analysis Activity

ATTN: ORXSY-MP
Aberdeen Proving Ground, MD 21005

Chief 01

CECOM Aviation Electronics Office
ATTN: DRSEL-MvIE-LAF(Z)
St. Louis, MO 63166 

__.-

01
Corwander
AVSCOM
ATTN: ORSAV-E 

4.
Po Box 209
St. Louis, MO 

'.

01 N'.'-•

Corrander 
01

ARRADCDM 
"

ATfT?: DRDAR-L1N-S (Bldg 95)
0over, NJ 07801

Con-,,ander 
01

AR?.AOCQM4
ATTR: DRDAF-TSS, -59
Cover, NJ 07801

Director 01
Joint Co,-Munication Office (TRI TAC)

ATTN! TT-AD (Tech Doc Cen). .5

Fort MontMouth, NJ 07703

PM, FIREFINDER/REMBASS 
0i

ATTH: ORC?!rI-FER .

Fort Mor,,outh, NJ 07703 4.

Cor,-mand' r
CECOM 0.

ATTN: -EI.SD-L 
031,

ATTVI: OELS D-L-S(STINFO) 
,.

Ft. ýýcnroutn, UJ 07703 -5301 This Document

ReProduced 
From"

Best AvailableCopy



OISTRIBUT[ON LIST (CONTO)

Addres 
No. of Cooies

"roject Manager 
,01

NAVCON
ATTN: ORCPM-NC-TM
"Fort Monmouth, NJ

Commander 
02

US Army Satellite Communications Agency

"ATTN-: RCPM-SC-3
Fort Monrouth, NJ 07703

" TRI-TAC Office 
01

ATTN: TT-SE
Fort Monmouth, NJ 07703

* Commander 
01

- US Army Avionics Lab

*' AVRADA
ATTN: SAVPA-D

" Fort j.,orouth, NJ 07703

Cornander 
01

US Army Research Office
"" ATTi: Or. Horst Wittmann

PO Box 12211
Res2arch Triangle Park, MC 27709

Cormander 
02

. US Army Research Office
ATTN: ORXRAO-IP
P0 Box 12211
Research Triangle Park, MC 27709

SCc;=,..ande 
0r
02

* US Army Research Office
ATTN 0qxFC-Px (Dr. R. J. Lontz)
Research Triangle Park, tiC 27709

Cor'aneant 
02

. US Army inst For Miliitary Assistance

ATTIN: ATSU-CT7°-10
- Fort 3rg, NC 2-307

"C"-a ndan 
01

SATT: ATF- C•,-,

Fort Sill, C• 731h03

This Document
Reproduced From

Best Available Copy

C L *-., •



OISTRIBUTI0:I L!ST (CC;:TD)

Address No. of Copies

C,..-..nlant 01

US Army Air Defense School
".- ATTN: ATSA-CD-,4S-C

Fort Bliss, TX 79916

Cornander 01

AMC
A7-rN: AMCDE
5001 Eisenhower Avenue

% Alexandria, VA 22333-0001

Director 
02

US Army Signals Warfare Ctr.
Vint FKill Farms Station ATTN: AMSEL-SW-OS
Warrenton, VA 22186 -5100

'.501
-Director
US Army Signals '.Jarfare Ctr.
ATTN: ATTN: AMSEL-SW-AO
VintC Hill Farms Station
"Warrenton. VA 22186-5100

Coimmandant 02

*. US Army Engineer School
ATTN: ATZA-TDL
Fort Belvoir, VA 22C60

- Cn-m.mander 01

. US AtTy Engineer Topographic Labs
ATTh': ETL-TD-EA
Fort Belvoir, VA 22050

Co:-a r, de r 02

US Ar-y Logistics Center
ATTN: ATCL-MC
Fort Lee, VA 22301

• 01
C,- cm - C% •,de r 0

ATT TN TOOC-TA
Fort •nrce, VA 2751

1 C: ,. r 01

T ;S -r y r inir. g . octr-r.t Coa.-,ý-nd
•',' " A TNI: At(-" :

•" Tort 'r'.•r Wc A U?•51
This Document

Reproduced From
Best Available Copy



" ISTRI-L'TION LIST (COaTO)

Address lo. of Conies

Commander 01
US Army Garrison

"" Vint Hill Farms Station
ATTN: I AVAAF
Warrenton, VA 22186

Project Mlanager 01
Control & Analysis Centers
Vint Hill Farms Station
Warrenton, VA 22186

Cor-nande r 01
* Niqht Vision & Electro-Optics Lab
; CECOM

". ATTN: CELNV-O
Fort Belvoir, VA 22060

SCom-,ander 01
Atmospheric Sciences Lab
LABCOM
"ATN: SLCAS-S_ S
White Sands Missile Range, NM 83002

Chief 01
Office Missile Electronic Warfare
Electronic !-Warfare Lab, LABCOM
W White Sands Missile Range, NM 88002

". Chief 01
Intel ",aterial Developr-ant & Support Office
Electronic W'arfare Lab, EAUCOM

- Fort Georce G. Meade, MD 20755

Cc=,•ander 01

US Army -ellistic Reý-erch Lab/ARARDCOM
* ATTN:. C•."'?R-T-S•-S (ST INFO)

-erdeen Provir'r Ground, 1.-0 21005

Co n -e r 02.
•., LABCOM

.n i D 297 -'145

`" .01
This DocumentROproduced From

- -: Best Available Copy
"-. * - ** .2 i- - . ...k. . ! i i i i i i i&



"OISTRIBUTI0' LIST (CONTD).

Address No. of Cooies

Headquarters 01

Harry nianond Laboratories
ATTN: SLCHD -TD (Dr. W. W. Carter)
2600 Powder Mill Road
Adelphi, MD 20783 -1145

MIT - Lincoln Laboratory 01

ATTN: Library (RM A-082)
PO Box 73
Lexington, MA 02173

"'ASA Sciehtific & Tech Information Facility 01

Baltimore/'ashington Intl Airport
PO Box 8757, 1D 21240

National Bureau of Standards 01
Sldg 225, RM A-331
ATTN: Mr. Leedy
Washington, DC 20231

Dr. Clayton Paul 01
Electrical Engineering Dept
University of Kentucky
Lexington, KY 40506

Mr. John Spina 01
RAnC/RCT.-

Griffiss AFB, NY 13441

Co,.•7;:' nder 01
US Army Con•.-unications- Research & Development Command
"ATTN: DROCO-SEI-A/:,.r. Sam Se~ner
Fort :.'onm,.outh, NJ 07703

# Co-n ner 01

SUS Arrry Cor.T, unications-Electronics Command
ATTN. AMSEL -CCM-D

Fort IKcniouth, NIJ 07703

"C o,=-- an ndear 15

US Army Cc..unications - Electronics Cormand
ATT•' ,.1SEL-COM-AY-2/Xr. Stuart AILert
Fort uth, HJ 0270-5202

This Document
Reproduced From

Best Available Copy

. . .. . . . . . . . . . . . . ..... .

• • ... - -. . . , . .- " ...


